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Motivation

Discard the fine-grained temporal 
information within the snapshot

Difficult for capturing long-term 
dependency within historical graph data

Naturally support continuous sequence 
Self-attention -->  long-term dependency

Temporal ego-graph for one node:

Training sample: 

• Input:

• Output: 

Temporal Ego-graph Temporal Alignment

Segment the time domain into T time steps

Training sample: 

Framework: SimpleDyG

Experiment
Datasets Results

We explore the potential of the Transformer architecture for modeling dynamic graphs
We propose a simple yet effective Transformer-based approach for dynamic graphs without complex modifications
We introduce a novel strategy to map a dynamic graph into a set of sequences with special tokens to improve the scalability

Dynamic graph

: input feature matrix
: time domain
: edges

: nodes

Contribution: 

• Input:

• Output: 
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