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d LLM based Models
» Backbone Architecutures
» Pre-training
» Adaptation

d GNN+LLM based Models
» Backbone Architecutures
» Pre-training
» Adaptation

d Summary and outlook




d Backbone Architecutures
1 Pre-training
1 Adaptation

Model Backbone Architecture Pre-training Adaptation

InstructGLM[157] Graph-to-token + Flan-T5/LLaMA MLM,LM  Manual Prompt Tuning

LLMtoGraph[71]  Graph-to-text + GPTs, Vicuna LM Manual Prompt Tuning

NLGraph[126] Graph-to-text + GPTs LM Manual Prompt Tuning

GraphText[175] Graph-to-text + GPTs LM Manual Prompt Tuning

LLM4Mol[91] Graph-to-text  + GPTs LM Manual Prompt Tuning

GPT4Graph([29] Graph-to-text  + GPT-3 LM Manual Prompt Tuning + Automatic Prompt Tuning

BERT, DeBERTa, Sentence-BERT, : . :

Graph-LLM[9] Graph-to-text ~ + © 4 Sefience MLM,LM  Manual Prompt Tuning + Automatic Prompt Tuning

GPTs, LLaMA

Table 3. Details of approaches involved as LLM based models




 Graph-to-Token
» Tokenize graph information to align it with LLM
 Graph-to-text

» Describe graph information using natural language

( I f [ \I
Predictions (—g{ LLM ]| Predictions (-@4- LLM ]
I

L Sa—— w—— R Y —— ————, ~ — p—— p— N S W S—
we 0 OO0 O e OO0 00
Categorize the central node: (<node 4>,

Title 4> ) is connected to (<node_1>, Title_ 1), The title of Paper_4 is: Can .. The title of
@ © (<node_3>, Title_3) within one hop. Which Paper_1 is: Exploring .. Paper_1 cites Paper_4 ..
. @|§ category should (<node_4>, Title _4) belong to? @lé Question: The category of Paper_4 is ..

(a) Graph-to-token.

(b) Graph-to-text.




U Integrating graph data with textual data
[ Encoding the graph’s structural information

GIMLET ¥

vi

vn
01
02
03

vivav3

Vn 01020304

~

. Graph-Text Unified Graph “Text Transformer Encoder
Position 111
Encoding )
=> Transformer
> Decoder
{ Vi v2 v3 Vn o1 02 03 )
Distance aware ﬁ &
Task: Agonists of ARE —,] PR
OH The antioxidant response element (ARE) signaling pathway plays :
an important role in the amelioration of oxidative stress. Is this | YES
E molecule agonists of ARE signaling pathway? | Instruction
s Based
r Task: Solubility : — Zero-shot
O Solubility (logS) can be approximated by negative 1 Prediction
LogP -0.01 * (MP-25) + 0.5 . Can you approximate the logS of |) 3n
this molecule by its negative logP and MP? |
|

Zhao, et al. "GIMLET: A unified graph-text model for instruction-based molecule zero-shot learning." NeurlPS’23.
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 Expand the vocabulary of the LLM by graph node features

1-hop prompt with meta node feature

a Categorize the central node: (<node_4>, ‘toward cloud computing evolution’)
is connected with (<node_76>, [title_76]), (<node_21>, [title_21]), ... within
one hop. \n

\_ Which category should <node_4> be classified as?

distributed computing

3-hop prompt with intermediate paths

Categorize the central node: <node_17> is connected with <node_909>,
<node_1682>, ... within three hops through (<node_32>, and <node_561>),
(<node_16980> and <node_98>), ..., respectively. \n

\Which category should <node_17> be classified as?

software engineering ]

structure-free prompt
Categorize the central node: <node_169341> is featured with its W

title: ‘unsupervised attention guided image to image translation’
and abstract: ‘Current unsupervised image-to-image translation
techniques struggle to focus their attention on individual objects J

InstructGLM computer vision

without altering the background. ...". \n
Which category should <node_169341> be classified as?

Node Classification

Link Prediction

<node_1006>

2-hop prompt with meta node feature & intermediate nodes
Perform link prediction for the central node: (<node_0>, ‘difference
target propogation’) is connected with (<node_511>, [title_511]),
(<node_6>, [title_6]), ... within two hops through (<node_49>,[title_49]),
(<node_12>, [title_12]), ..., respectively. \n
Which other node will be linked to <node_0> within two hops through
<node_2001>?

1-hop prompt without meta node feature

Perform link prediction for the central node: <node_2867> is connected
with <node_48605>, <node_609>, <node_656>, <node_1998>, ... within
one hop. \n

Will <node_174> be connected with <node_2867> within one hop?

Ye, et al. "Language is all a graph needs." EACL 2024.
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 Transformer-based approach for dynamic graphs
d Map a dynamic graph into a set of sequences

(a) Toy dynamic graph (b) Temporal ego-graph (c) Temporal alignment (d) Transformer architecture

Wou, et al. "On the Feasibility of Simple Transformer for Dynamic Graph Modeling." WWW’24.
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4 Temporal alignment: | | 3 _
> Segment the time domain: 56 toroie {878} muoratrots i 8 etk
S; = (b) Si ={c.d) S; = (e)
» Sequence for Transformer:
r; = (|hist|), a, {[timel|), b, {|time2]), ¢, d, {|time3]), e, {|endo f hist|)
= (|pred|)(|timed])S; (|endo fpred))

D T I h (b) Temporal ego-graph (¢) Temporal alignment (d) Transformer architecture
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Wou, et al. "On the Feasibility of Simple Transformer for Dynamic Graph Modeling." WWW’24.
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1 Describe graph information for variours graphs and tasks

» Nod

©
® @—

Determine if there is a path between
two nodes in the graph. Note that (i j)
means that node i and node j are
connected with an undirected edge.
Graph: (0,1) (1.2) (3.4) (4,5)

Q: Is there a path between node 1 and
node 4?7

e/edge list,

graph

.’—4 2. Cycle
O—0 &

23
In an undirected graph, (i) means that
node i and node | are connected with an
undirected edge.
The nodes are numbered from 0 to 5,
and the edges are: (34) (3,5) (1,0) (2,5)
2.0)
Q: Is there a cycle in this graph?

,—| 3. Topol Sort
(00—
—0—C
In a directed graph with 5 nodes
numbered from 0 to 4:

node 0 should be visited before node

4, .
Q: Can all the nodes be visited? Give the
solution.

properties

o O~
02

In an undirected graph, the nodes are

numbered from 0 to 4, and the edges are:

an edge between node 0 and node 1 with

weight 2, ...

Q: Give the shortest path from node 0 to

node 4.

In a directed graph, the nodes are
numbered from 0 to 3, and the edges
are:

an edge from node 1 to node 0 with
capacity 10,

an edge from node 0 to node 2 with
capacity 6,

an edge from node 2 to node 3 with
capacity 4.

Q: What is the maximum flow from node

,l 6. Bipartite Graph i

job applicants (D) @
Jjobs @ o

There are 4 job applicants numbered
from 0'to 3, and 5 jobs numbered from
0 to 4. Each applicant is interested in
some of the jobs. Each job can only
accept one applicant and a job
applicant can be appointed for only one
job.

Applicant 0 is interested in job 4, ...

Q: Find an assignment of jobs to
applicants in such that the maximum

1 to node 37

number of applicants find the job they
are interested in.

In an undirected graph, (ij) means that
node i and node j are connected with
an undirected edge.

The nodes are numbered from 0 to 4,
and the edges are: (4,2) (04) (4,3) (0,1)
(0,2) (4,1) (2.3)

Q:Is there a path in this graph that
visits every node exactly once? If yes,
give the path. Note that in a path,
adjacent nodes must be connected
with edges.

O~ ~

—

In an undirected graph, the nodes are
numbered from 0 to 4, and every node has an
embedding. (ij) means that node i and node j
are connected with an undirected edge.
Embeddings: node 0: [1,1], -+~

The edges are: (0,1) ...

In a simple graph convolution layer, each
node's embedding is updated by the sum of
its neighbors' embeddings.

Q: What's the embedding of each node after

one layer of simple graph convolution layer?

» Graph description language

Graph Structured Data

composite hypothesi models</

,, \\)/ <?xml version='1.0"' encoding=‘utf-8'7>
i \ <graphml xmlns="http://graphml.graphdrawing.org/xmlns">
i H <key id="relation" for="edge" attr.name="relation" attr.type="string" />
<key id="title" for="node" attr.name="title" attr.type="string" />
® e e <graph edgedefault="undirected">
o bt L ) <node id="P357">
. ——ee —title™ jsti i
| S v ¥ Collaboration Network [::> datas <data key="title">statistical anomaly detection via
. .- </node>
< g ® <node id="P79639">
“ . <data key="title">universal and composite hypothesis testing</data>
o '@ -Q </node>
Knowledge Graph & & . vororomord

<edge source="P357" target="P79639">

o 20

<data key="relation">reference</data>

______ b </edge>
Moleculer Graph <:rg;-a£|h; o
</graphml>

» Graph-Syntax Tree

G-Syntax Tree
olu 2
= Text Attributes

A -label -feature
[ feature x

o 35 TTTAR

Bul©

label:
Ist-hop: [A]
2nd-hop: [B]
feature:
center-node: [0]
Ist-hop: [1, 2]
2nd-hop: [3, 2]

Wang, et al. "Can language models solve graph problems in natural language?." NeurlPS’23.
Guo, et al. "GPT4Graph: Can large language models understand graph structured data? an empirical evaluation and benchmarking.” CoRR’23.

Zhao, et al. "GraphText: Graph reasoning in text space." CoRR’23.
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1 Backbone Architecutures
 Pre-training
1 Adaptation

Model Backbone Architecture Pre-training Adaptation

InstructGLM[157] Graph-to-token + Flan-T5/LLaMA MLM,LM  Manual Prompt Tuning

LLMtoGraph[71]  Graph-to-text + GPTs, Vicuna LM Manual Prompt Tuning

NLGraph[126] Graph-to-text + GPTs LM Manual Prompt Tuning

GraphText[175] Graph-to-text + GPTs LM Manual Prompt Tuning

LLM4Mol[91] Graph-to-text  + GPTs LM Manual Prompt Tuning

GPT4Graph([29] Graph-to-text  + GPT-3 LM Manual Prompt Tuning + Automatic Prompt Tuning

BERT, DeBERTa, Sent -BERT, : . :
Graph-LLM[9] Graph-to-text  + GPT LL6aMA 4 Sefence MLM,LM  Manual Prompt Tuning + Automatic Prompt Tuning
S,

Table 3. Detalls of approaches involved as LLM based models
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A Language Modeling (LM) T ——

» LLaMA, GPT-3... %%

. /4G; o oL \\\
1 Masked Language Modeling (MLM)

BERT
> BERT, T5... Edel. EllellE]- &)

» Replace the word with the [MASK] token = GIEE- 6

Masked Sentence A Masked Sentence B

e.g.,my dog is hairy — my dog is [MASK] \  ceweitoume /

Touvron, et al. "Llama: Open and efficient foundation language models." CoRR’23.

Ouyang, et al. "Training language models to follow instructions with human feedback." NeurlPS’22.
Devlin, et al. "BERT: Pre-training of deep bidirectional transformers for language understanding." CoRR’18.
Raffel, et al. "Exploring the limits of transfer learning with a unified text-to-text transformer." JMLR’20.
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1 Backbone Architecutures
1 Pre-training
 Adaptation

Model Backbone Architecture Pre-training Adaptation

InstructGLM[157] Graph-to-token + Flan-T5/LLaMA MLM,LM  Manual Prompt Tuning

LLMtoGraph[71]  Graph-to-text + GPTs, Vicuna LM Manual Prompt Tuning

NLGraph[126] Graph-to-text + GPTs LM Manual Prompt Tuning

GraphText[175] Graph-to-text + GPTs LM Manual Prompt Tuning

LLM4Mol[91] Graph-to-text  + GPTs LM Manual Prompt Tuning

GPT4Graph([29] Graph-to-text  + GPT-3 LM Manual Prompt Tuning + Automatic Prompt Tuning

BERT, DeBERTa, Sent -BERT, : . :
Graph-LLM[9] Graph-to-text  + GPT LL6aMA 4 Sefence MLM,LM  Manual Prompt Tuning + Automatic Prompt Tuning
S,

Table 3. Detalls of approaches involved as LLM based models
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1 Manual Prompting: Graph information, task descriptions

)

"3’@\
==
@\/@é@ -

<in-context exemplar>

In an undirected graph, the nodes are
numbered from 0 to 4, and the edges are:
an edge between node 0 and node 4 with
weight 4,

an edge between node 0 and node 3 with
weight 3,

an edge between node 0 and node 1 with
weight 3,

Q: Give the shortest path from node 0 to
node 2.

gl

<in-context exemplar>

In an undirected graph, the nodes are
numbered from 0 to 4, and the edges are:
an edge between node 0 and node 4 with
weight 4, -+

's constri raph with the n
edges first.
Q: Give the shortest path from node 0 to
node 2.
A: All the paths from node 0 to node 2 are:
0,3,2 with a total weightof3 + 1 =4,
0,14,2 with a total weight of 3 + 4 + 2 =9,
0,4,3,2 with a total weight of 4 + 1 + 1 = 6.
The weight of path 0,3,2 is the smallest, so
the shortest path from node 0 to node 2 is
0,3,2 with a total weight of 4.

We can use a Depth-First Search (DFS) algorithm to

find the shortest path between two given nodes in an

undirected graph.

Th iC idea | ne of the

DFS to explore all of its adjacent nodes. At each node
2 . .

that node from the starting node

Once you have explored all the adjacent nodes, you
can backtrack and pick the node which has the
<in-context exemplar>

In an undirected graph, the nodes are numbered from
0 to 4, and the edges are:

an edge between node 0 and node 4 with weight 4, ...
Q: Give the shortest path from node 0 to node 2.

A: All the paths from node 0 to node 2 are:

0,3,2 with a total weightof 3 + 1 =4,

0,14,2 with a total weight of 3 + 4+ 2 = 9,

0,4,3,2 with a total weight of 4 + 1 + 1 = 6.

The weight of path 0,3,2 is the smallest, so the
shortest path from node 0 to node 2 is 0,3,2 with a

|_total weight of 4.

(¢) GraphText

G-Syntax Tree

Traverse

e.g # Task prompt and demos

Graph information:

label:
Ist-hop: [A]
2nd-hop: [B]

feature:
center-node: [0]
Ist-hop: [1, 2]

G-Prompt

2nd-hop: [3, 2]

—_——
(1 hop) (2 hop) (center) ; 1 hop ’ : 2 hop:
‘ ‘ J Question: What’s the

Tree |Construct

m feature x

category of the node
(choose from [A, B])?

Text Attributes = AAccording to the demos,b =

1st-hop labels are robust -I
predictions. Therefore,

. the answer is A.

Wang, et al. "Can language models solve graph problems in natural language?." NeurlPS’23
Zhao, et al. "GraphText: Graph reasoning in text space." CoRR’23

14




1 Automatic Prompting: LLMs => generate the context
» Ask LLM generate graph/neighbor summarization

Instructor: New Contexts: )
You are a brilliant graph master that can handle anything Final Output:
related to graphs like retrieval, detection and classification. Node P357 has 4 neighbors, where each of which
are about anomaly detection with statsitical The clustering coefficient of a node is the ratio of the
<?xml version='1.8' encoding='utf-8'7> mﬂdels. The Whole grcph Contains 5 nodes Qnd 10 . .
=graphml xmlns="http://graphml.graphdrawing.org/xmlns"> . . . . number of Closed nelghbors dnd C|" pOSSIb|e C|Osed
<key id="relation” for="edge" attr.nane="relation” attr.type="string" /> edges and describes the citation relations. ....... . . .
<key id="title" forsnode” atir nane="title” attr.type="string” /> neighbors. To compute the clustering coefficient of node
<g£zpdeeggzﬁggg;}§- undirected"> .
“data keyrtitle'sstatistical anomaly detection via composite hypothesi models</ P357, we fisrt know that node P357 has 4 "elghb°f5
data>
<fnode= e ey e
<node id="P79639">
4:::: key="title">universal and composite hypothesis testing</datas that is there are |-0|-a||y 4 possible triungles between
cédge source="p3ST" target="pTo3e"> Generate Generate them. Among these neighbors, there are only 2 of them
<data key="relation">ref </data> t : H .
jutges T Tl Telerentesdate New Contexts Final Output | connected with each other, which forms one triangle.
</graph> Thus the clustering coefficient of node P357 is 1 / 6 =
</graphml>
Context: XXXXXX LLMs 0.167.
What is the clustering coefficient of node P357 ?

Guo, et al. "Gpt4graph: Can large language models understand graph structured data? an empirical evaluation and benchmarking.” CoRR’23
Chen, et al. "Exploring the potential of large language models (lIIms) in learning on graphs.” ACM SIGKDD Explorations Newsletter 2024
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J LLM based Models

» Backbone Architecutures
» Pre-training
» Adaptation

] GNN+LLM based Models

» Backbone Architecutures
» Pre-training
» Adaptation

1 Summary and outlook
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1 Backbone Architecutures

1 Pre-training
1 Adaptation

Model Backbone Architecture Pre-training Adaptation

SimTeG [16] GNN-centric MLM, TTCL Parameter-Efficient FT

TAPE [35] GNN-centric LM Tuning-free Prompting + Parameter-Efficient FT
GIANT [11] GNN-centric MLM Vanilla FT

GraD [79] GNN-centric MLM Parameter-Efficient FT

GALM [147] GNN-centric Graph Reconstruction Vanilla FT

GraphFormer [153] Symmetric MLM Vanilla FT

GLEM [174] Symmetric MLM Vanilla FT

ConGrat [4] Symmetric MLM + GTCL Parameter-Efficient FT

G2P2 [136] Symmetric GTCL Prompt Tuning

SAFER [6] Symmetric MLM Parameter-Efficient FT

Text2Mol [ 18] Symmetric MLM + GTCL Parameter-Efficient FT

MoMu [109] Symmetric MLM + GTCL Parameter-Efficient FT
MoleculeSTM [73] Symmetric MLM + GTCL Parameter-Efficient FT

CLAMP [103] Symmetric MLM + GTCL Parameter-Efficient FT
Graph-Toolformer [165] LLM-centric LM Tuning-free Prompting + Vanilla FT

Table 4. Details of approaches involved as GNN+LLM based models

17




d GNN-centric Methods
» LLMs extract node features from raw data; GNNs make predictions

d Symmetric Methods
> Align the embeddings of GNN and LLM

d LLM-centric Methods
» Utilize GNNs to enhance the performance of LLM

! \

—————

f |
| . [ |
g 1 Predictions Instruction ===l [ M | == Predictions
. ' @e | b |
IO =\ ! | |
® | A | |
N v | XS Q| GNN |
~

—————

(a) GNN-centric methods. (b) Symmetric methods. (c) LLM-centric methods.
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1 The backbone model:
Raw text = LMs = GNN aggregator = decoder

input graph raw text embeddings

L=

E—
LM
[N —
E T — ra
5 o2 - g—@:

GNN
L V= decoder | “— | aggregator ]

Xie, et al. "Graph-aware language model pre-training on a large graph corpus can help multiple graph applications." KDD’23.
19




] The backbone model:

Text-attributed graph
Task description

T
Literature
Category Node
Description ) ‘T Classification
A
Molecule 5
Description GNN Classification
~ Relation 1 \ ) -
Knowledge , Type N\ Did Jobs N Link
Graph Description ._:' ‘\‘ found Apple? I ‘1| Prediction
7 \ I \
II’ ‘\\ ”' |‘\
’ 7
More data and tasks - T Rl ‘\_’
| | | | | | |
Cross-domain Graph Data  Task Description ~ LLM-based Feature/Task Feature Graph Task-dependent GNN-based Graph
Embedding Prompt Graph

Downstream Task
Prediction

I
Embedding
Liu, et al. "One for all: Towards training one graph model for all classification tasks." ICLR’24
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] The backbone model:

Textual attributes 2> LLM - Predlctlo_n & - Fine-tune LM - Node features 2> GNN
Explanation

Step 1. Node Feature Extraction Step 2: Downstream Tasks
on TAGs

Prediction: ¢s.CV, ¢s.IR, ¢s.CL, ¢s.LG, cs. Al

Explanation: The paper is about a new dataset for scene text
detection and recognition, which is a topic related to computer vision
(cs.CV). The paper also mentions the use of deep learning techniques
such as DeconvNet, which falls under the sub-category of artificial
intelligence (cs.Al). The dataset is annotated and involves text
recognition, which could also fall under the sub-categories of

1

1
Abstract: Text in curve orientation, despite being one of :
1
1
1
1
1
1
:
information retrieval (cs.IR) and natural language processing (cs.CL). :
1
1
1
1
1
1
1
1
1
1
1
1

the common text orientations in real world environment...

Title: Total Text A Comprehensive Dataset For Scene Text
Detection And Recognition.

Question: Which arXiv CS sub-category does this paper
belong to? Give 5 likely arXiv CS sub-categories as a
comma-separated list ordered from most to least likely, in
the form "cs. XX", and provide your reasoning,

Answer:

Finally, the paper discusses the effectiveness of different solutions,
which could be evaluated using machine learning techniques, falling
/ under the sub-category of machine learning (cs.LG).

h

: hpren! ‘\
S [ \ 1
--' 1
o ! 1
Response Prediction: _____ Fine-tune LM h,ezp, . 1
T — 1

. ]
G GPT3.5 (1758B) Explanation: Deberta v | ReGar y !

—_— Rorig 1
1
Frozen . (1280 — 1
Fine-tune ' i
> Trainable ' Trainable y ’

...................................................... e mm————-
1
without fine-tuning [ Shallow Embedding Techniques ] hog /

L e.g., skip-gram / bags of words J i

1

|

Shallow Embedding Pipeline (e.g., OGB) LM-Based Pipeline (e.g., GIANT) : : LLM-Based Pipeline (Ours)

He, et al. "Harnessing explanations: LLM-to-LM interpreter for enhanced text-attributed graph representation learning." ICLR’24
21




 The backbone model:
» Dual encoders: Graph & Text encoder
» Contrastive Learning

Papers grounded on a citation network
Language /®\ Visual QA ...
models are ...

0 target node

The BERT model ...

0
 —
o} The translation ... \©
g?;;id JEEHERE  Contrastive Fets of th
- bridee . exts of the papers
text data g learning
N, Text encoder

N7O%, The BERT model ... | *|®; (Transformer)

—_

Graph encoder

Text encoder

Graph encoder
®; (GNN)

Text-node interaction £

Z z1t1 thz zlté

z, ZZtl Z2t2 z2t6

Zg Z6t1 16t2 ZGtﬁ
t, |t | |t

I

neighboring
text emb.

—» t;

Text-summary interaction £,

b W tos, | t t
S S S
target 221 Pa7e 296
text emb.
teS1 | teSa| . | t6Se
51 |2 R .
Node-summary interaction
summary
text emb.
Z1S Z.S Z1S
for target 1°1] *192 126
Z581 | Z3S2| .. | Z3Sg
target »
node emb.
21 - ZGS]_ ZGSZ e 2656

Su, et al. "A molecular multimodal foundation model associating molecule graphs with natural language." CoRR’22.

Wen, et al. "Augmenting low-resource text classification with graph-grounded pre-training and prompting." SIGIR’23.
22




] The backbone model:
Graph - GNN - Projection > LLM

Graph Tokens Language Tokens

BT D cortivose MR (<]
ATuned - -hop Neighbor ﬁ [Instruct]
[ | [ % ~2-hop Neighbor .

, AAIlgnment
Lo U Y Projector

[Graph]
M S i
- Text-Grounded

. f. Structural Encoder ﬁ
. iy
J Input Graphs from
4 Multiple Domains - [eos]
;o Text
1 Attributes
- Y PublfQed J L
Cardiovascular /
complications are .
SEEl T arXiv amazon Large Language ! Vicuna

3 Models (LLMs)

. . ‘e Llama
Structural Information Encoding

hTranslator

Language Response ' Q _ﬁ
e 1
Frozen LLM

The user...

(7 0 i Neighbor I...
1 Q,QQ,Q‘ :.Q,!,Q,,:::,,,Q,J The commonalities...
Summary the interests of user

and user's neighbors ... Instruction i
& Translator Stage 1 Loss { Stage 2 Loss

] { 5
i i ]
| H e 1
,,,,,,,,,,,,,,,,,,, i | '

Descriptionff okens
ts: The user...
') Neighbor I...
ts: The commo*aliﬁes

ty

Frozen Graph Model Producer LLM
B Q: Summary node information

i \A The user's interests ...
Summary neighbor information v
@ = 1y neg W = A: Neighbor 1's interests ...

"y their ¢ liti v (o9)
T~ A: The commonalities ... @

. Frozen A Trainable QToken

Tang, et al. "GraphGPT: Graph instruction tuning for large language models.” SIGIR’24

Zhang, et al. "GraphTranslator: Aligning Graph Model to Large Language Model for Open-ended Tasks." WIWW’24
23




] Backbone Architecutures

d Pre-training
1 Adaptation

Model Backbone Architecture Pre-training Adaptation

SimTeG [16] GNN-centric MLM, TTCL Parameter-Efficient FT

TAPE [35] GNN-centric LM Tuning-free Prompting + Parameter-Efficient FT
GIANT [11] GNN-centric MLM Vanilla FT

GraD [79] GNN-centric MLM Parameter-Efficient FT

GALM [147] GNN-centric Graph Reconstruction Vanilla FT

GraphFormer [153] Symmetric MLM Vanilla FT

GLEM [174] Symmetric MLM Vanilla FT

ConGrat [4] Symmetric MLM + GTCL Parameter-Efficient FT

G2P2 [136] Symmetric GTCL Prompt Tuning

SAFER [6] Symmetric MLM Parameter-Efficient FT

Text2Mol [ 18] Symmetric MLM + GTCL Parameter-Efficient FT

MoMu [109] Symmetric MLM + GTCL Parameter-Efficient FT
MoleculeSTM [73] Symmetric MLM + GTCL Parameter-Efficient FT

CLAMP [103] Symmetric MLM + GTCL Parameter-Efficient FT
Graph-Toolformer [165] LLM-centric LM Tuning-free Prompting + Vanilla FT

Table 4. Details of approaches involved as GNN+LLM based models
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J GNN or LLM-based

» Masked Language Modeling
» Language Modeling
» Text-Text Contrastive Learning

» Graph reconstruction

 Alignment-based

» Graph-Text Contrastive Learning
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1 GaLLM (Graph-aware Language Model pre-training):
» Fine-tuning existing general LMs by graph-aware supervision

» Warming up the GNN aggregator by fixing the pre-trained LMs
» Co-training GNN-+LMs

encode text information graph-aware supervision
(2) warming-up GNN

@ ) backpropagate gradients to f(Ogyy)

LMs of GNN
GALM aggregator

JACHYY r

(3) co-training LMs with GNN aggregator

<

backpropagate gradients to f(0,,, Ogxy)

Xie, et al. "Graph-aware language model pre-training on a large graph corpus can help multiple graph applications." KDD’23.
26




dGraph-Text Contrastive Learning (GTCL)

» Map the graph and text representations extracted to a joint space
using two projectors (p. and p,) via contrastive learning

(a) Contrastive Pretraining

o]
Py encode f project p project p encode f
) g s

N Ve
N 7
5) NI 1—> .
<5 < , 7N \ = s
irin i 4 N Penicillin G

Aspirin is a Contrast icillin
commonly used encode f; project p, q V project p; encode f; Sodium is the

—_— — 4——————— | sodium salt form
dugforthe 1171 [T (113 [T1] sodium sat for
and fever. lin.

Latent Representation of Latent Representation of Latent Representation of
Chemical Structure Textual Description

Joint Latent Representation
Generative Model

Liu, et al. "Multi-modal molecule structure—text model for text-based retrieval and editing." Nature Machine Intelligence 2023

27




] Dual encoders

[ Three kinds of alignments

» Text-Node: L1

» Text summary-Text: L2

» Text summary-Node: L3

= Text-summary: text of neighbors

=1 3 :
5% = TN 2jeN; b

Papers grounded on a citation network

Language
models are ...

3~

Visual QA ...

0 target node

The BERT model ...

o

The translation ...

Texts of the papers

—®

u-l“ The BERT model ...

Ly Text encoder
@ (Transformer)

—_

Graph encoder
@, (GNN)

Text-node interaction £

Z, Zty | 21t; Z,tg

Z; Zyty | 25t Zyte

Zg Zﬁtl 26t2 z6t6
t t; s

ft

f

?

neighboring
text emb.

-

>

Text-summary interaction £,
tis; | t1s2 tiSg
L I [ P t
target 281 | 1283 286
text emb.
teSy | 652 tsSe
51 |2 . .
Node-summary interaction L5
summary
text emb.
Z1S1 | Z1S Z.S
for target it 172 176
7,81 | Z,S; Z,Sg
target »
node emb.
Zl - 2681 2652 2635

Wen, et al. "Augmenting low-resource text classification with graph-grounded pre-training and prompting." SIGIR’23.
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] Backbone Architecutures

1 Pre-training
 Adaptation

Model Backbone Architecture Pre-training Adaptation

SimTeG [16] GNN-centric MLM, TTCL Parameter-Efficient FT

TAPE [35] GNN-centric LM Tuning-free Prompting + Parameter-Efficient FT
GIANT [11] GNN-centric MLM Vanilla FT

GraD [79] GNN-centric MLM Parameter-Efficient FT

GALM [147] GNN-centric Graph Reconstruction Vanilla FT

GraphFormer [153] Symmetric MLM Vanilla FT

GLEM [174] Symmetric MLM Vanilla FT

ConGrat [4] Symmetric MLM + GTCL Parameter-Efficient FT

G2P2 [136] Symmetric GTCL Prompt Tuning

SAFER [6] Symmetric MLM Parameter-Efficient FT

Text2Mol [ 18] Symmetric MLM + GTCL Parameter-Efficient FT

MoMu [109] Symmetric MLM + GTCL Parameter-Efficient FT
MoleculeSTM [73] Symmetric MLM + GTCL Parameter-Efficient FT

CLAMP [103] Symmetric MLM + GTCL Parameter-Efficient FT
Graph-Toolformer [165] LLM-centric LM Tuning-free Prompting + Vanilla FT

Table 4. Details of approaches involved as GNN+LLM based models

29




U Fine-tuning
» Vanilla tuning: tune all the parameters

= computationally intensive, resource-demanding

» Parameter-efficient fine-tuning (PEFT): tune a subset of parameters

* more efficient, resource-friendly

1 Prompt-Tuning: design and tune external prompts

30




J Frozen:
» Graph Model

» Large Language Model
 Tunable:

» Producer Module

= Construct alignment data
» Translator Module

= Convert node representations into
tokens for LLM prediction

Zhang, et al. "

frozen LLM

___________________

The user...
Neighbor 1...
The commonalities...

i“ Stage 2 Loss

Summary rhe interests of user

and user s neighbors... Instruction

Descripti onfT okens
ts: The user..

ty tm) Neighbor 1...
ts: The commo?ahues

& Frozen Graph Model Producer LLM
i] 0 Summary node ifermatien T A: The user's interests
@ Q: Summary neighbor fmwm"“""ANghb t interests

Frozen A Trainable Q Token

S

GraphTranslator: Aligning Graph Model to Large Language Model for Open-ended Tasks." WWW’24
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] Producer:

»“Chain of Thought” (CoT) ->LLM->high-quality description
= node information " Producer v
= neighbor information N

i] A: The user's interests ...
= common al Ities Q: Summary neighbor information v

A: Neighbor 1’s interests ...
@ Q: Summary their commonalities ~ v

D Prompt template: A: The commonalities ... .

Dataset | Step | Prompt

User Behavior Description: <User Behavior Description>. Please summarize the characteristics of this user
according to the product behavior information. The answer format is: What kind of characteristics does the
user have in terms of interests, hobbies, personality traits, and life needs

Taobao | User behavior summary

Neighbor Behavior Description: <Neighbor Behavior Description>. Please summarize most of the similarities
that this user’s friends have based on the product behavior information. The answer format is: What do several
friends of this user have in common in interests, hobbies, personality traits, and life needs?

Neighbor behavior summary

Zhang, et al. "GraphTranslator: Aligning Graph Model to Large Language Model for Open-ended Tasks." WWW’24
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1 Training: Only fine-tune Translator and Projection

Language Response |

.i’;-liozen LLM ,.ga

The user...

o0ea.0 aen .. O L

_____________________________________________ The commonalities...

Summary the interests of user X
and user’s neighbors... Instruction i
1 Stage 2 Loss

n Query Tokens DescriptiongTokens

¢ t3: The user..
Zy v N Neighbor I...
ts: The commo:"aﬁties

- Frozen Graph Model [ Producer LLM
Q: Si 'y node informati
\*Az The user's interests ...
!I . : . ¥
: Si hbol ti 2
@ :@ Q: Summary neighbor information. —y, A: Neighbor 1's interests ...
A Qs ry their fiti v :
q = A: The commonalities ...

.+ Frozen ﬁ Trainable Q Token

Stage 1 Training Phase

?Stage 1 Loss

& Translator +{(z,,t,)}

» Stagel: Align graph-text

S » Stage2: Align graph-LLM

t

@ Translator +~{(z,,t,)}

Inference Phase
Responses

T

~ LLM <= Instructions

& Translator <« z,

Zhang, et al. "GraphTranslator: Aligning Graph Model to Large Language Model for Open-ended Tasks." WWW’24
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H Tl‘alnlng Stage 1 » Contrastive Objective

N I = Node < Text
Translator . .
E— sl Lo = High-level alignment

_________________ » Matching Objective

Ay
0"@&%&'?&&&&'0 “““ DescriptongTokens = Node < Text
z, £y ﬁf&g’}‘;ﬁg’,@gor N _ = Fine-grained alignment
ts: The commozalities
H, = {hy} -1y Generatet,, ~ » (Generation Objective
[CIN..[] Node T I * Node — Text
. Representation f = Replace the [CLS] token with a
I I_ I{ Tl}l{l |1}| ] new [DEC] token as the first text
[ ] Text DEC : :

_ Represz)r(,tation [P token to signal the decoding task

Zhang, et al. "GraphTranslator: Aligning Graph Model to Large Language Model for Open-ended Tasks." WWW’24
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 Training: Stage 2

» Projection:

Langusge Response | 0 (@) = Alinear layer: project H, to token
LA & | representation space of LLM
000.0 080 .. O

ﬁ Translator

ndiser s neighbors. < Instruction ‘ » Concatenate:
’ P tage 2 Los = Connect the projected

representation with the human
777777777777777777777777777777777 ‘; Instruction and feed into LLM

20200 000N .. O :
etk @ Decipiongskns » Fine-tune Translator
zv tv t'j;r(”)' ei mor e 1
g tg,T;,;"wﬁ,’iiOz;,,.,,.es,_, = Alignn the response text of LLM

with the actual descriptive text

Zhang, et al. "GraphTranslator: Aligning Graph Model to Large Language Model for Open-ended Tasks." WWW’24
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Language Tokens

Graph Tokens
ﬁ Central Node - [cls]
hTUHEd ﬁ [Instruct]
D h n ﬁ 1-hop Neighbor
Graph: Text-Grounded Structural Encoder - +... o
|}~ 2-hop Neighbor .
, AAllgl?ment
:,::-L:-;: . . Lo Projector [Graph]
"~ _“. . Text-Grounded
H S | Encod
Text Attribute S T ansformer .\ . fructural Encoder
T \
| ’ Input Graphs from
/ Multiple Domains

' Text

 Projector: Map graph representation to LLM ~ /weiee (7 i JL

Cardiovascular

complications are .
the primary... arXiv amazon Large Language ! Vicuna

d Instruction Tuning: Only fine-tune projector N T Models L

Structural Information Encoding

‘e’ Llama

Graph Information: <graph>: Central Node: 68442, Edge index: [|[..src node..], [.dst node..]], Node list: [..] Graph Matching
Human Question: Given a sequence of graph tokens <graph> that constitute a subgraph of a citation graph, Here is a list of paper titles: 1.
2. ., please reorder the list of papers according to the order of graph tokens.

GraphGPT Response: Based on the given graph tokens and the list of paper titles, we obtain the matching of graph tckens and papers: Graph token 1
corresponds to smt based induction methods for timed systems. Graph token 2 corresponds to ..

Node Classification

Graph Information: <graph>: Central Node: 2, Edge index: [[..src node..], [..dst node..]], Node list: [..]

Human Question: Given a citation graph: <graph> where the 0th node is the target paper, with the follcwing information: Abstract: .. Title:

Question: Which arXiv CS sub-category does this paper belong to? ..

GraphGPT Response: cs.IT, cs.LG, c¢s.5P, cs.CV, cs.NA. The paper discusses the Restricted Isometry ... So, it is likely to belong to cs.IT..

Graph Information: <graph>: Central Node 1: 8471, Edge index 1: [[..src node..], [..dst node..]], Node list 1: [..] Link Prediction
<graph>: Central Node 2: 19368, Edge index 2: [[..src node..], [..dst ncde..]], Node list 2: [..]

Human Question: Given a sequence of graph tokens: <graph> that constitute a subgraph of a citation graph, ... Abstract: .. Titile: .. and the other

sequence of graph tokens: <graph>, .. Abstract: .. Title: .., are these two central nodes connected? Give me an answer of "yes" or "no".

GraphGPT Response: Yes, they are connected. Based on the first paper, ... And the second paper proposes ...

Tang, et al. "GraphGPT: Graph instruction tuning for large language models.” SIGIR’24
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1 Learnable prompts: [hq, - by, hepass]
 Tuning prompts with limited labeled data for efficient adaptation

Papers grounded on a citation network Text-node interaction £, Label texts of N classes Trainable prompt emb.
Language Visual QA ... n Z b | zitz| -~ | Zits ¥1 =NLP [hl, by ’hyl] -
models are ... 2 Zoty | Zota| . | Zotg - Pre-trained
Gragh Fan‘;S)der ¥, = Recommendation [hy, - hy ,hyz] transformer 63
; - - . .
: : in(a)
Z Zety | Zgty| .. | Zgt = Computer vision hy,---,hy h
(1)target node i kel B b 626 YN P | [h, m by, ]

(ool ]

The BERT model ...

I Lwi [wo | o [
e‘k Text int tion £ Graph contexts of target Classification weights
The translation ... ext-summary interaction ~ T h, (117
- neighboring ; GiS1| tiSz| - | iSe 2 m initialize E :
4 h
fth text emb. 1 €5, | tas2| -~ | tz5e The BERT v 1]
Texts of the papers target | 4 - model .. o L
u ;'
text emb. o e g | B backpropagation zlwllziw2 |zle|
Text encoder s | tos s moadels are y
The BERT model ... @, (Transformer) B 691 "692] - 676 target .
7] Node-summary interaction L5 node emb. i
summary
text emb. 7,81 | 2182 | .. | 7184 (5)[The -
for target translation Pre-trained
L, Z,S1| ZpS2| ... Z5S¢ GNN Bg in (a)
target
node emb. | -
| z, |— ZsS1 | ZgS2| .- | ZeSe

(a) Graph-grounded contrastive pre-training (b) Graph-grounded prompt tuning (few-shot classification)

Wen, et al. "Augmenting low-resource text classification with graph-grounded pre-training and prompting." SIGIR’23.
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Few-shot Scenario

EI N O I (N Od e Of I nte r e St) KNMG Oflz:::ervised & Zero-shot Scenarios

(NOI)

> Node-level: node %3:

Query NOI
Graph

» Link-level: node pair

> Graph-level: subgraph _— & /l\ &
N

(a) Node-level task (b) Link-level task (c) Graph-level task

Support

D N O I P ro m pt N Od e —— Feature Edge  »+:- PZt;:ig;eth _QZCEaélgeczq s2c¢ Edge

Text feature of the NOI prompt node: Prompt node. <task description>.
Example: Prompt node. Graph classification on molecule properties.
Example: Prompt node. Node classification on the literature category of the paper.

] Class Node

Text feature of class node: Prompt node. <class description>.

Example: Prompt node. Molecule property. The molecule is effective in: ...

Example: Prompt node. Literature Category. cs.Al (Artificial Intelligence). Covers all areas of
Al except Vision ...

Liu, et al. "One for all: Towards training one graph model for all classification tasks." ICLR’24.
38




d LLM based Models
» Backbone Architecutures
» Pre-training
» Adaptation

(J GNIN+LLM based Models

» Backbone Architecutures
» Pre-training
» Adaptation

d Summary and outlook
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d Summary

» Leveraging LLMs facilitates a unified approach to various graph

tasks by describing them in natural language.

» Merging graph data, text, and other modalities into LLMs creates a

promising path for graph foundation models.

» Combining GNNs and LLMs leads to improved performance In

graph-related tasks.
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1 Outlook

» Focus on resolving LLMSs' limitations: multi-hop reasoning, graph

topology, and diverse graph data.

» Explore efficient training methods to manage the high computational

costs and data requirements.

» Explore applications of GNN+LLM models in multimodal and

cross-modal tasks.
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